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Hypergiants and ISPs

Large Hypergiants peer with more than 10K networks
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>12K

>10K



Server selection

Hypergiants need to select the optimal server
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Server selection

Hypergiants need to select the optimal server

Not trivial!

7



Previous work

*Pujol et. al. designed a 
system that help the Hypergiants 
to improve their server selection 
for the clients of “neighbor” ISPs.
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HG ISP

*Enric Pujol, Ingmar Poese, Johannes Zerwas, Georgios Smaragdakis, and Anja Feldmann. 
“Steering hyper-giants' traffic at scale”. CoNEXT 2019.



How about the networks that do 
not peer with the Hypergiants?
There are around 40K networks that do not peer 
with a Hypergiant!
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Collaboration with a
Large European Transit provider 
A large number of ISPs that do not peer with majority 
of Hypergiants and rely on their transit provider!

10



Small ISP - Hypergiant Traffic

Hypergiant Transit AS
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Hypergiant Small European ISPTransit AS
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Small ISP - Hypergiant Traffic
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More than 20 European ISPs 
encounter similar problems!
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Can we help the Hypergiants 
improve the server selection for 
not directly connected ISPs?
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Can we reduce the 18% ? 

Hypergiant Small European ISPTransit AS
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Can we reduce the 18% ? 

Hypergiant Small European ISPTransit AS
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YES!



ISP-Hypergiant Collaboration
ISP sends additional information to the Hypergiant 
to improve server selection.
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Collaboration
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Multi-hop

HG ISPTransit AS Transit AS



Collaboration
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HG ISPTransit AS Transit AS

One+-hop



Multi-hop Collaboration

ISP sends a set of key:value pairs to the HG
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Multi-hop Collaboration

ISP sends a set of key:value pairs to the HG
“key” : IP Prefix
“value” : [list of similar IP Prefixes]
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Multi-hop Collaboration

ISP sends a set of key:value pairs to the HG
“key” : IP Prefix
“value” : [list of similar IP Prefixes]

Example: “IP Prefix A”:[“IP Prefix B, IP Prefix C”]
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Select prefixes

•BGP announced prefixes
(spoiler – not efficient)

• ISP DNS-Resolver working prefixes (DNS-default)

•/24 disaggregation - If DNS ECS possible
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Benefits: One Hypergiant
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Benefits: One Hypergiant
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DNS-default ->from 18% to 1.3%



Benefits: One Hypergiant
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/24 -> Optimal traffic! 



Benefits: Multiple Hypergiants
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Benefits: Multiple Hypergiants
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Benefits: Multiple Hypergiants
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DNS-default -> 4% not-optimized traffic



Benefits: Multiple Hypergiants
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DNS-default -> 4% not-optimized traffic



Benefits: Multiple Hypergiants
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/24 -> 0% not-optimized traffic



Conclusion

• It is possible to improve server selection even if there is no 
direct peering between ISP and Hypergiant.

• We show, using real ISP data, that the system can improve 
non-optimized traffic up to 10%.

• Results also show that for some Hypergiants, up to 46% of 
their traffic is delivered via non-optimal interconnection.

• More than 40K networks can potentially benefit.
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Benefits: Multiple Hypergiants
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